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Abstract
When speakers talk, they gesture. The goal of this chapter is to understand the contribution that
these gestures make to how we communicate and think. Gesture can play a role in communication
and thought at many timespans. We explore, in turn, gesture’s contribution to how language is
produced and understood in the moment; its contribution to how we learn language and other
cognitive skills; and its contribution to how language is created over generations, over childhood,
and on-the-spot. We find that the gestures speakers produce when they talk are integral to
communication and can be harnessed in a number of ways. (1) Gesture reflects speakers’ thoughts,
often their unspoken thoughts, and thus can serve as a window onto cognition. Encouraging
speakers to gesture can thus provide another route for teachers, clinicians, interviewers, etc., to
better understand their communication partners. (2) Gesture can change speakers’ thoughts.
Encouraging gesture thus has the potential to change how students, patients, witnesses, etc., think
about a problem and, as a result, alter the course of learning, therapy, or an interchange. (3)
Gesture provides building blocks that can be used to construct a language. By watching how
children and adults who do not already have a language put those blocks together, we can observe
the process of language creation first hand. Our hands are with us at all times and thus provide
researchers and learners with an ever-present tool for understanding how we talk and think.

1. Why study gesture?
The goal of this chapter is to explore the role that our hands play in communication and
cognition. We focus on the hands for a number of reasons. First, hand movements during
talk––better known as gestures––are ubiquitous. Speakers in all cultures gesture when they
talk, and the topics that elicit gesture can be as simple as a child’s board game (Evans &
Rubin 1979) or as complex as kinship relations (Enfield 2005). Even congenitally blind
individuals, who have never seen anyone gesture, move their hands when they talk (Iverson
& Goldin-Meadow 1998), highlighting the robustness of gesture in communication.

Equally important, the gestures speakers produce when they talk do not go unnoticed by
their listeners. For example, an interviewee is just as likely to be led astray by the
interviewer’s misleading gestures as by his misleading words. Asking the listener an open-
ended question, “what else was the man wearing?” accompanied by a hat gesture (moving
the hand as though donning a hat), elicits just as many hat responses as the pointed question,
“what color was the hat that the man was wearing?”––in both cases, the man was not
wearing a hat (Broaders & Goldin-Meadow 2010). Gesture is part of our conversations and,
as such, requires our research attention.

Gesture plays a role in communication at a variety of timespans––in speaking at the
moment, in learning language over developmental time, and in creating language over
shorter and longer periods of time. We use this structure in organizing our chapter. We begin
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by exploring gesture’s role in how language is processed in the moment––how it is produced
and how it is understood. We then explore the role that gesture plays over development,
initially in learning language and later, once language has been mastered, in learning other
concepts and skills. Finally, we explore the role that gesture plays in creating language over
generations (in deaf individuals who share a communication system and transmit that system
to the next generation), over developmental time (in deaf children who do not have access to
a usable model for language, spoken or signed), and on-the-spot (in adults who are asked to
communicate without using speech).

Having shown that gesture is an integral part of communication, we end with a discussion of
how gesture can be put to good use––how it can be harnessed for diagnosis and intervention
in the clinic and for assessment and instruction in the classroom.

2. Gesture’s role in language processing
2.1. Gesture production and its role in producing language

The gestures that speakers produce along with their speech may actually help them to
produce that speech. In this section, we consider a number of accounts of this process.

Speakers’ gestures convey meaning but, importantly, they do so using a different
representational format from speech. Gesture conveys meaning globally, relying on visual
and mimetic imagery, whereas speech conveys meaning discretely, relying on codified
words and grammatical devices (McNeill 1992). According to McNeill’s (1992, 2005,
McNeill & Duncan 2000) Growth Point theory, the internal “core” or growth point of an
utterance contains both the global-synthetic image carried by gesture and the linear-
segmented hierarchical linguistic structure carried by speech. Moreover, the visuo-spatial
and linguistic aspects of an utterance cannot be separated—gesture and speech form a single
integrated system.

Building on these ideas, the Information Packaging Hypothesis (Kita 2000) holds that
producing gestures helps speakers organize and package visuo-spatial information into units
that are compatible with the linear, sequential format of speech. The visuo-spatial
representations that underlie gestures offer possibilities for organizing information that
differ from the more analytic representations that underlie speech. When describing complex
spatial information (such as a set of actions or an array of objects), there are many possible
ways in which the information can be broken down into units and sequenced. According to
the Information Packaging Hypothesis, gestures, which are individual actions in space, help
speakers to select and organize the visuo-spatial information into units that are appropriate
for verbalization. For example, in describing the layout of furniture in a room, a speaker
might produce a gesture in which her two hands represent a couch and a chair as they are
positioned in the room, and this might help in formulating the utterance, “The couch and the
chair are facing one another”.

The most straightforward way to test the Information Packaging Hypothesis would be to
manipulate gesture and observe the impact of that manipulation on how speech is packaged.
At the moment, the evidence for the theory is more indirect––studies have manipulated the
demands of packaging visuo-spatial information and shown that this manipulation has an
effect on gesture production. In tasks where it is more challenging to package information
into linguistic form, speakers produce more gestures, even when other factors are controlled.
For example, Hostetter, Alibali and Kita (2007) asked participants to describe arrays of dots
in terms of the geometric shapes that connected those dots (e.g., “The top 3 dots form a
triangle, and the base of that triangle is the top of a square with dots at each corner”). For
some participants, the shapes were drawn in the dot arrays, so that packaging the
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information into units was easy; for other participants, the shapes were not provided, so
participants had to decide on their own how to group the dots into shapes. In the second
case, packaging the information into units for speaking was more challenging. As predicted
by the Information Packaging hypothesis, participants in this latter group produced more
gestures when describing the arrays.

Whether or not we gesture is also influenced by the ease with which we can access words, as
proposed in Krauss’ (1998, Krauss et al 2000) Lexical Gesture Process Model. According to
this theory, gestures cross-modally prime lexical items, increasing their activation and
making them easier to access. For example, if a speaker produces a circular gesture as he
starts to say, “The ball rolled down the hill”, the gesture will increase activation of the
lexical item “roll”, making it easier for the speaker to access that word. As evidence, when
lexical access is made more difficult, speakers gesture at higher rates (Chawla & Krauss
1994, Morsella & Krauss 2004). Conversely, when gesture is prohibited, speakers become
more dysfluent (Rauscher et al 1996).

The Interface Model proposed by Kita and Özyürek (2003) extends these theories, arguing
that gestures are planned by an action generator, verbal utterances by a message generator.
According to this view, although speech and gesture are generated by separate systems,
those systems communicate bi-directionally and interact as utterances are conceptualized
and formulated. Gestures are thus shaped by the linguistic possibilities and constraints
provided by the language they accompany. Evidence for this view comes from cross-
linguistic findings showing that the gestures speakers produce are shaped by the syntactic
structures that underlie their language. For example, in English, the manner and path of a
motion event are expressed in the same clause (run down), with manner in the verb and path
in a satellite to the verb, as in “The child runs (manner) down (path) the street.” In contrast,
in Turkish, manner and path are expressed in separate clauses (run and descend), with path
in one verb and manner in another, as in “Cocuk kosarak tepeden asagi indi” = child as
running (manner) descended (path) the hill. When English speakers produce gestures for
manner and path, they conflate the two into a single gesture (a inverted-V with wiggling
fingers produced while moving the hand in a downward trajectory = run+down), paralleling
the single-clause structure of their speech. Turkish speakers, in contrast, produce separate
gestures for manner and path (a palm moved downward = down, followed by an inverted-V
with wiggling fingers in place = run), paralleling the two-clause structure of their speech
(Özyürek et al 2008). The particular gestures we produce are shaped by the words we speak.

An alternative view of the mechanism underlying gesture production is the Gesture as
Simulated Action framework (Hostetter & Alibali 2008, 2010), which holds that speakers
naturally activate simulations of actions and perceptual states when they produce speech.
These simulations activate areas of motor and premotor cortex responsible for producing
movements. If the level of motor activation exceeds a pre-set threshold (which is influenced
by individual, social, and contextual factors), then the speaker produces overt motor
movements, which we recognize as gestures. For example, according to this view, in
speaking about a child running down a hill, a speaker forms a mental simulation of the scene
that includes action and perceptual components. This simulation will activate corresponding
motor and premotor areas, and if activation in those areas exceeds the speaker’s gesture
threshold, the speaker will produce a gesture. In support of this view, a number of studies
have found that gesture rates increase when action and perceptual simulations are activated
(Hostetter & Alibali 2010, Sassenberg & Van Der Meer 2010). Within this framework,
linguistic factors may also influence the form of the gestures, as long as they influence the
nature of speakers’ simulations. For example, if linguistic factors affect the way the speaker
simulates a child running down a hill, they will also shape the form of the gestures that the
speaker uses to describe that event because gesture and speech are expressions of the same
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simulation. Thus, according to the Gesture as Simulated Action framework, speaking
involves simulations of perception and action, and gestures arise as a natural consequence of
these simulations.

2.2. Gesture comprehension and its role in understanding language
Although some argue that gesture plays little role in language comprehension (Krauss et al
1996, Krauss et al 1995), there is a great deal of evidence that gesture can have an impact on
language comprehension. Consider a speaker who says, “The man was wearing a hat,” while
moving her hand as though grasping the bill of a baseball cap. This gesture could help
listeners understand that the man was wearing a hat, and it might even encourage them infer
that the hat was a baseball cap. Both observational and experimental studies support these
claims.

A recent quantitative meta-analysis that included 63 separate samples found that gestures
foster comprehension in listeners (Hostetter 2011). The overall effect size was moderate,
and the size of the beneficial effect depended on several factors, including the topic of the
gestures, their semantic overlap with speech, and the age of the listeners. Across studies,
gestures about topics involving movement (e.g., how to make pottery, Sueyoshi & Hardison
2005) yielded greater benefits for listeners’ comprehension than gestures about abstract
topics (e.g., the taste of tea, Krauss et al 1995). In addition, gestures that conveyed task-
relevant information not expressed in speech (e.g., a gesture depicting width while saying
“this cup is bigger”) played a greater role in comprehension than gestures that conveyed
information that was also expressed in speech (e.g., a gesture depicting width while saying
“this cup is wider”). Finally, children showed greater benefits from gesture than older
listeners.

In this section, we review two types of evidence arguing that gesture has an effect on
language comprehension: (1) evidence that speakers’ gestures affect listeners’
comprehension of speech, and (2) evidence that speakers’ gestures communicate
information that is not expressed in speech. We conclude by considering whether there is
evidence that speakers intend their gestures to be communicative.

2.2.1. Do speakers’ gestures affect listeners’ comprehension of speech?—
Under ordinary circumstances, listeners comprehend speech with ease. However, if speech
is difficult to comprehend, either because it is unclear, ambiguous, or difficult relative to the
listeners’ skills, gesture can provide a second channel that makes successful comprehension
more likely.

Many studies have investigated whether gestures influence listeners’ comprehension of
speech. These include studies using video clips as stimuli (e.g., Kelly & Church 1997) and
studies in which listeners view or participate in “live” interactions (e.g., Goldin-Meadow et
al 1999, Goldin-Meadow & Sandhofer 1999, Holler et al 2009). Across studies, researchers
have used a variety of outcome measures to evaluate comprehension. In some studies,
participants are asked to answer questions about the speech they heard (e.g., Kelly & Church
1998); in others, they are asked to restate or reiterate that speech (e.g., Alibali et al 1997). In
still other studies, participants’ spontaneous “uptake” of information from others’ speech
was assessed, either in their next speaking turn (Goldin-Meadow et al 1999) or in their
behavioral responses (McNeil et al 2000).

Across studies, there is strong evidence that gestures affect listeners’ comprehension of
speech. When gestures express information that is redundant with speech, they contribute to
successful comprehension (Goldin-Meadow et al 1999, McNeil et al 2000). When gestures
express information that is not expressed in speech, they can detract from listeners’ direct
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uptake of the information in speech (e.g., Goldin-Meadow & Sandhofer 1999), but they
often communicate important information in their own right, an issue we address in the next
section.

2.2.2 Does gesture communicate information on its own?—When gesture
conveys the same information as speech, it appears to help listeners pick up that
information. But what happens when gesture conveys different information from speech? In
the earlier hypothetical example in which the speaker said, “The man was wearing a hat,”
while moving her hand as if grasping the bill of a baseball cap, the speaker expressed
information about the type of hat (a baseball cap—not a cowboy hat, a stocking cap, or a
sombrero) uniquely in gesture. Do listeners detect information that speakers express
uniquely in gesture? They do. For example, Kelly and Church (1998) presented video clips
of children explaining their judgments of Piagetian conservation tasks, and asked
participants to respond to yes/no questions about the reasoning that the children expressed.
A child in one video clip mentioned the height of a container in speech, but indicated the
width of the container in gesture. When probed, observers often credited this child with
reasoning about both the height and the width of the container. Other studies have also
shown that listeners often incorporate the information conveyed uniquely in gesture into
their own speech speech (Goldin-Meadow et al 1992, McNeill et al 1994). Thus, observers
“credit” speakers with saying things that they express uniquely in gesture.

2.2.3 Are gestures intended to be communicative?—It is clear that gestures
contribute to listeners’ comprehension. But do speakers intend for their gestures to
communicate, or are gestures’ communicative effects merely an epiphenomenon of the
gestures that speakers produce in the effort of speech production?

Several lines of evidence suggest that speakers do intend at least some of their gestures to be
communicative. First, speakers gesture more when their listeners can see those gestures than
when visibility between speaker and listener is blocked (Alibali et al 2001, Mol et al 2011).
Second, when speakers repeat a message to different listeners, their gestures rates do not
decline as they might if gestures were produced solely to aid with speech production (Jacobs
& Garnham 2007). Third, when speakers are explicitly asked to communicate specific
information to their listeners, they sometimes express some of that information uniquely in
gesture, and not in speech. For example, Melinger and Levelt (2004) explicitly directed
speakers to communicate specific spatial information about a task to their addressees.
Speakers frequently expressed this requested information in gesture and not in speech,
suggesting that at least these gestures were intended to be communicative.

To summarize thus far, gesture plays a role in both language production and comprehension.
One area that has received very little attention is individual differences (Bergmann & Kopp
2010, Hostetter & Alibali 2007)––are there differences in the rate at which people gesture
when they speak, or in the reliance people put on gesture when they listen to the speech of
others? We know little about what accounts for individual differences in gesture, or even
how consistent those differences are across tasks and conversational partners. This is an area
of research in gesture studies that is ripe for future research.

3. Gesture’s role in language learning and beyond
Mature speakers of a language routinely use gesture when they talk, but so do young
children just learning to talk. In fact, most children use gesture prior to speaking, and these
gestures not only precede linguistic progress, but they also play a role in bringing that
progress about.
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3. 1. Gesture’s role in the early stages of language learning
3.1.1. Gesture precedes and predicts changes in language—Children typically
begin to gesture between 8 and 12 months (Bates 1976, Bates et al 1979). They first use
deictic gestures, whose meaning is given entirely by context and not by their form. For
example, a child can hold up or point at an object to draw an adult’s attention to it months
before the child produces her first word (Iverson & Goldin-Meadow 2005). Pointing
gestures function like context-sensitive pronouns (“this” or “that”) in that an adult has to
follow the gesture’s trajectory to its target in order to figure out which object the child is
indicating. In addition to deictic gestures, children produce conventional gestures common
to their cultures (Guidetti 2002). For example, in the United States, children may produce a
side-to-side headshake to mean “no” or a finger held over the lips to mean “shush”. Children
also produce iconic gestures, although initially the number tends to be quite small and varies
across children (Acredolo & Goodwyn 1988). For example, a child might open and close her
mouth to represent a fish, or flap her hands at her sides to represent a bird (Iverson et al
1994). Unlike pointing gestures, the form of an iconic gesture captures aspects of its
intended referent––its meaning is consequently less dependent on context. These gestures
therefore have the potential to function like words and, according to Goodwyn and Acredolo
(1998, p. 70), they do just that and can be used to express an idea that the child cannot yet
express in speech.1

Even though they treat their early gestures like words in some respects, children rarely
combine gestures with other gestures and, if they do, the phase is short-lived (Goldin-
Meadow & Morford 1985). But children do frequently combine their gestures with words,
and they produce these combinations well before they combine words with words. Because
gesture and speech convey meaning differently, it is rare for the two modalities to contribute
identical information to a message. Even simple pointing gestures are not completely
redundant with speech. For example, when a child says “bottle” while pointing at the bottle,
the word labels and thus classifies, but does not locate, the object. The point, in contrast,
indicates where the object is, but not what it is. When produced together, point and word
work together to more richly specify the same object. Children’s earliest gesture-speech
combinations are of this type––gesture conveys information that further specifies the
information conveyed in speech; for example, pointing at a box while saying “box” (Capirci
et al 1996, de Laguna 1927, Greenfield & Smith 1976, Guillaume 1927, Leopold 1949).

But gesture can also convey information that overlaps very little, if at all, with the
information conveyed in the word it accompanies. A point, for example, can indicate an
object that is not referred to in speech––the child says “bottle” while pointing at the baby. In
this case, word and gesture together convey a simple proposition––“the bottle is the
baby’s”––that neither modality conveys on its own (Goldin-Meadow & Morford 1985,
Greenfield & Smith 1976, Masur 1982, Masur 1983, Morford & Goldin-Meadow 1992,
Zinober & Martlew 1985). The types of semantic relations conveyed in these gesture-speech
combinations change over time and presage changes in children’s speech (Özçaliskan &
Goldin-Meadow 2005). For example, children produce constructions containing an
argument and a predicate in gesture+speech (“you”+ HIT gesture) at 18 months, but do not
produce these constructions in speech alone (“me touch”) until 22 months.

Children thus use gesture to communicate before they use words. But do these gestures
merely precede language development, or are they fundamentally tied to it? If gesture is

1Two other types of gestures found in adult repertoires––the simple rhythmic beat gesture that patterns with discourse and does not
convey semantic content, and the metaphoric gesture that represents abstract ideas rather than concrete ones––are not produced by
children until much later in development McNeill D. 1992. Hand and mind: What gestures reveal about thought. Chicago: University
of Chicago Press.
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integral to language learning, changes in gesture should not only predate, but also predict,
changes in language. And they do. With respect to words, we can predict which lexical
items will enter a child’s verbal vocabulary by looking at the objects that child indicated in
gesture several months earlier (Iverson & Goldin-Meadow 2005). With respect to sentences,
we can predict when a child will produce her first two-word utterance by looking at the age
at which she first produced combinations in which gesture conveys one idea and speech
another (e.g., point at bird+“nap”, Goldin-Meadow & Butcher 2003, Iverson et al 2008,
Iverson & Goldin-Meadow 2005).

3.1.2. Gesture can cause linguistic change—There are (at least) two ways in which
children’s own gestures can change what they know about language. First, as we have just
seen, gesture gives young children the opportunity to express ideas that they are not yet able
to express in speech. Parents and other listeners may attend to those gestures and “translate”
them into speech, thus providing children with timely input about how to express particular
ideas in their language. Under this scenario, gesture plays a role in the process of change by
shaping children’s learning environments. Mothers do, in fact, respond to the gestures their
children produce (Golinkoff 1986, Masur 1982), often translating gestures that children
produce without speech into words (Goldin-Meadow et al 2007a). These mother translations
have been found to have an effect on language learning. With respect to word learning,
when mothers translate the gestures that their children produce into words, those words are
more likely to quickly become part of the child’s vocabulary than words for gestures that
mothers do not translate. With respect to sentence learning, children whose mothers
frequently translate their child’s gestures into speech tend to be first to produce two-word
utterances (Goldin-Meadow et al 2007a).

Second, gesture could play a causal role in language learning by providing children with the
opportunity to practice ideas and communicative devices that underlie the words and
constructions that they are not yet able to express in speech. Repeated practice could then
pave the way for later acquisition. Under this scenario, gesture plays a role in the process of
change by affecting the learners themselves. Evidence for this hypothesis comes from the
fact that child gesture at 14 months is an excellent predictor of child vocabulary at 42
months, often better than other predictors (e.g., family income, parent speech, and even child
speech at 14 months, Rowe et al 2008). However, to convincingly demonstrate that child
gesture plays a causal role in word learning, we would need to randomly select children and
manipulate their gestures, encouraging some to gesture and discouraging others. If the act of
gesturing itself contributes to progress in language development (as it does in other domains,
see section 3.2.3), children who are encouraged to gesture should have larger vocabularies
than children who are discouraged from gesturing.

The gestures that others produce may also play a causal role in language learning. By 12
months, children can understand the gestures that other people produce. For example, they
can follow an adult’s pointing gesture to a target object (Butterworth & Grover 1988,
Carpenter et al 1998, Murphy & Messer 1977). Moreover, parents gesture frequently when
they interact with their children, and the majority of these gestures co-occur with speech
(Acredolo & Goodwyn 1988, Greenfield & Smith 1976, Shatz 1982). Parent gesture could
facilitate the child’s comprehension, and eventual acquisition, of new words simply by
providing nonverbal support for understanding speech {see \Zukow-Goldring, 1996 #782}.

However, it is often hard to tell whether parent gesture has an impact on child language
learning above and beyond parent speech. For example, Iverson et al.(Iverson et al 1999)
and Pan et al. (2005) both found a relation between parent gesture and later child language,
but the relation disappeared when parent speech was taken into account. The best way to
convincingly test this hypothesis is to manipulate parent gesture and observe the effects on
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child language. Acredolo and Goodwyn (1988) instructed parents to use symbolic gestures
(now called baby signs, Acredolo & Goodwyn 2002) in addition to words when talking to
their children. They found that these children showed greater gains in vocabulary than
children whose parents were encouraged to use only words or were not trained at all. But the
children whose parents used gesture also used more of their own gestures. The vocabulary
gains may thus have been mediated by child gesture.

Previous work has, in fact, found a link between parent gesture and child gesture––parents
who gesture a great deal have children who gesture a great deal (Iverson et al 1999, Namy et
al 2000, Rowe 2000). Moreover, parent gesture at 14 months predicts child gesture at 14
months, which, in turn, predicts child receptive vocabulary at 42 months. Importantly, parent
gesture at 14 months does not directly predict child vocabulary at 42 months (Rowe et al
2008), suggesting that parent gesture affects later child vocabulary through child gesture––
parents who gesture more have children who gesture more who, in turn, go on to develop
relatively large receptive vocabularies in speech.

To summarize thus far, gesture appears to play a role in learning when the task to be learned
is language itself. When gesture is produced at this age, it often substitutes for a word that
the child has not yet acquired. As we will see in the next section, gesture continues
throughout development to convey ideas that are not expressed in speech, but often those
ideas cannot easily be translated into a single word (McNeill 1992). Thus, once children
have become proficient language users, we should see a change in the kinds of ideas that
gesture conveys. Future studies are needed to determine when this transition takes place.

3.2. Once language has been mastered: Gesture’s role in learning other domains
Gesture thus seems to offer children a “helping hand” as they learn language. Does gesture
play a comparable role in other domains? We turn next to this question.

3.2.1. Gesture reveals understanding not found in speech—When children
explain their understanding of concepts and problem-solving procedures, they often express
some aspects of their knowledge in gestures and not in speech. Consider a six-year-old child
explaining a Piagetian conservation task, in which two rows of checkers contain the same
number; the checkers in one row are spread out and the child is asked whether the two rows
continue to have the same number of checkers. Children who do not yet understand number
conservation believe that the number of checkers in the transformed row has changed.
Figure 1A displays a non-conserving child who says the number is different “because you
spreaded them out” and conveys the same information in her gestures (she produces a
spreading-out motion over the transformed row). In contrast, Figure 1B displays another
non-conserving child who also focuses on the movements of the experimenter in his
gestures––he says the number is different “because you moved them.” However, in his
gestures, he indicates that the checkers in one row can be paired with the checkers in the
second row, that is, he has focused on the one-to-one correspondence between the rows.
This child has expressed information about the task in gestures that he did not express at all
in his speech. Responses of this sort have been called “gesture-speech mismatches” (Church
& Goldin-Meadow 1986).

People express aspects of their knowledge in gesture on a wide range of cognitive tasks,
including mathematical equations (e.g., Perry et al 1988), balance tasks (e.g., Pine et al
2004), logical puzzles (e.g., the Tower of Hanoi, Garber & Goldin-Meadow 2002), science
explanations (Roth 2002), and even moral reasoning (Church et al 1995). In all of these
domains, people sometimes express information in gesture that they do not express in the
accompanying speech. Thus, across a wide range of cognitive domains, gesture reveals
information about people’s reasoning and problem solving that is not found in their speech.
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From this perspective, gesture-speech mismatches occur when children explore aspects of
the task stimuli in gesture, but do not ultimately express all of those aspects in speech. In the
example presented in Figure 1B, the child uses gesture to explore the one-to-one-
correspondence between the checkers in the two rows, but he does not ultimately express
this aspect of the task in his speech.

3.2.2. The mismatch between gesture and speech presages knowledge
change—Gesture-speech mismatches are of interest because they provide insight into
aspects of learners’ knowledge that they do not express in speech. But even more important,
mismatches are a good index of the stability of a learner’s knowledge. Several studies across
a variety of domains have shown that children who produce gesture-speech mismatches
when explaining a concept are in state of transitional knowledge with respect to that
concept. For example, in the domain of Piagetian conservation, Church and Goldin-Meadow
(1986) found that, among partial conservers (i.e., children who conserved on some tasks and
not on others), those who produced a majority of mismatches in their conservation
explanations prior to instruction were more likely to profit from instruction about
conservation than were those who produced few mismatches. Thus, frequent mismatches
between speech and gesture in children’s task explanations at pretest indexed their readiness
to benefit from instruction. Similar findings have been documented in children learning
about mathematical equations such as 3 + 4 + 5 = 3 + __ (Perry et al 1988), in children
solving balance problems (Pine et al 2004), and in adults learning about stereoisomers in
organic chemistry (Ping et al. 2012).

Gesture-speech mismatch thus reflects readiness to learn––and does so better than other
possible indices of learning that rely on the verbal channel alone. Church (1999) compared
three indices that can be used to predict children’s readiness to learn from a conservation
lesson: number of pretest responses containing a gesture-speech mismatch (i.e., two
different strategies, one in speech, one in gesture), number of pretest responses containing
more than one strategy in speech (i.e., two different strategies, both in speech), and total
number of different strategies conveyed in speech across the entire pretest. Each of these
indices individually predicted learning from the lesson, but when all three were included in
the same model, the only significant predictor was gesture-speech mismatch.

Gesture-speech mismatches also index knowledge transition in another sense: the state in
which children frequently produce mismatches is both preceded and followed by a state in
which they seldom produce mismatches. In a micro-longitudinal study, Alibali and Goldin-
Meadow (1993) tracked the relationship between gesture and speech in children’s
explanations over a series of problems as the children learned to solve mathematical
equations, such as 3 + 4 + 5 = 3 + __. Among children who produced gestures on the task,
the large majority of children traversed all or part of the following path: (1) Children began
in a state in which they predominantly produced gesture-speech match responses, expressing
a single, incorrect strategy for solving the problems conveyed in both gesture and speech.
(2) They then progressed to a state in which they produced gesture-speech mismatches,
expressing more than one strategy, one in gesture and the other in speech. (3) Finally, they
reached a state in which they produced gesture-speech match responses, now expressing a
single, correct strategy conveyed in both gesture and speech. Thus, the state in which
children frequently produce gesture-speech mismatches is also transitional in the sense that
it is both preceded and followed by a more stable state.

3.2.3. Gesture can cause knowledge change—Gesture can provide information
about the content and stability of children’s knowledge. But can gesture do more? As in
language learning, gesture might play a causal role in the process of knowledge change.
There are (at least) two classes of mechanisms by which gestures could play a causal role in
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bringing about knowledge change: social mechanisms by which learners’ gestures convey
information about their knowledge states to listeners who, in turn, alter the input they
provide to the learners, and cognitive mechanisms by which learners’ own gestures alter the
state their knowledge. We consider each class of mechanisms in turn.

3.2.3.1 Social mechanisms by which gesture can cause change: Gesture is implicated in
social mechanisms of knowledge change. According to these mechanisms, learners’ gestures
convey information about their cognitive states to listeners (teachers, parents, or peers), and
those listeners then use this information to guide their ongoing interactions with the learners.
Learners’ gestures can provide information about the leading edge of their knowledge,
information that could be used to scaffold their developing understanding. Learners thus
have the potential to influence the input they receive just by moving their hands. For the
social construction of knowledge to occur in this way, listeners must grasp the information
that learners express in their gestures, and they must also change their responses to those
learners as a function of the information. Evidence supports both of these steps.

As reviewed earlier in the section on gesture’s role in language comprehension, there is
evidence that listeners detect and interpret the information that speakers express solely in
their gestures on a variety of tasks, for example, on Piagetian conservation problems
(Goldin-Meadow et al 1992, Kelly & Church 1997, 1998) and mathematical equations
(Alibali et al 1997). Moreover, there is evidence that listeners can detect gestured
information not only when viewing speakers on video, but also when interacting with “live”
speakers in real time (Goldin-Meadow & Sandhofer 1999).

As one example, Alibali, Flevares, and Goldin-Meadow (1997) presented clips of children
explaining mathematics problems to two groups of adults— teachers and college students—
and asked the adults to describe each child’s reasoning about the problems. Both teachers
and college students detected the information that children expressed in their gestures. In
some of the clips, the child expressed a strategy for solving the problems solely in gesture.
For example, one boy explained his incorrect solution (he put 18 in the blank) to the
problem 5 + 6 + 7 = __ + 7 by saying that he added the numbers on the left side of the
equation. In gesture; however, he pointed to the 5 and the 6––the two numbers that should
be added to yield the correct solution of 11. In reacting to this clip, one teacher said, “What
I’m picking up now is [the child’s] inability to realize that these (5 and 6) are meant to
represent the same number…. There isn’t a connection being made by the fact that the 7 on
this (left) side of the equal sign is supposed to also be the same as this 7 on this (right) side
of the equal sign, which would, you know, once you made that connection it should be fairly
clear that the 5 and 6 belong in the box.” It seems likely that the teacher’s reaction was
prompted by the child’s gestures. In general, the teachers were more likely to mention a
strategy when the target child expressed that strategy solely in gesture than when the target
child did not express the strategy in either gesture or speech.

Communication partners can thus glean information from a learner’s gestures. But do they
use this information to guide their interactions with the learner? If the teacher in the
preceding example were asked to instruct the child she viewed in the video, she might point
out the two 7’s and suggest that the child cancel the like addends and then group and add the
remaining numbers. In this way, the teacher would be tailoring her instruction to the child’s
knowledge state, and instruction that is targeted to a child’s knowledge state might be
particularly helpful in promoting learning in the child.

Teachers have been found to alter their input to children on the basis of the children’s
gestures. Goldin-Meadow and Singer (2003) asked teachers to instruct children in one-on-
one tutorials on mathematical equations; they asked whether the teachers’ instruction varied
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as a function of their pupils’ gestures. They found that the teachers offered more different
types of problem-solving strategies to children who produced gesture-speech mismatches,
and also produced more mismatches of their own (i.e., typically a correct strategy in speech
and a different correct strategy in gesture) when instructing children who produced
mismatches than when instructing children who produced matches. Importantly, including
mismatches of this sort in instruction greatly increases the likelihood that children will profit
from that instruction (Singer & Goldin-Meadow 2005). Children can thus have an active
hand in shaping their own instruction.

3.2.3.1 Cognitive mechanisms by which gesture can cause change: There is growing
evidence that producing gestures can alter the gesturer’s cognitive state. If this is the case,
then a learner’s gestures will not only reflect the process of cognitive change, but also cause
that change. A number of specific claims regarding how gesturing might cause cognitive
change have been made.

First, gestures may manifest implicit knowledge that a learner has about a concept or
problem. When learners express this implicit knowledge and express other more explicit
knowledge at the same time, the simultaneous activation of these ideas may destabilize their
knowledge, making them more receptive to instructional input and more likely to alter their
problem-solving strategies. In support of this view, Broaders, Cook, Mitchell, and Goldin-
Meadow (2007) told some children to gesture and others not to gesture as they solved a
series of mathematical equations. When required to gesture, many children expressed
problem-solving strategies in gesture that they had not previously expressed in either speech
or gesture. When later given instruction in the problems, it was the children who had been
told to gesture and expressed novel information in those gestures who were particularly
likely to learn mathematical equivalence.

Second, gesturing could help learners manage how much cognitive effort they expend.
Goldin-Meadow, Nusbaum, Kelly and Wagner (2001, see also Ping & Goldin-Meadow
2010, Wagner et al 2004) found that speakers who gestured when explaining how they
solved a series of math problems while, at the same time, trying to remember an unrelated
list of items had better recall than speakers who did not gesture. This effect holds even when
speakers are told when to gesture and told when not to gesture (Cook et al 2012). If
gesturing does serve to reduce a learner’s effort, that saved effort could be put toward other
facets of the problem and thus facilitate learning.

Third, gesturing could serve to highlight perceptual or motor information in a learner’s
representations of a problem, making that information more likely to be engaged when
solving the problem. In line with this view, Alibali and Kita (2010) found that children
asked to solve a series of Piagetian conservation tasks were more likely to express
information about the perceptual state of the task objects when they were allowed to gesture
than when they were not allowed to gesture. Similarly, in a study of adult learners asked to
predict how a gear in an array of gears would move if the first gear were rotated in a
particular direction, Alibali, Spencer, Knox and Kita (2011) found that learners who were
allowed to gesture were more likely to persist in using a perceptual-motor strategy to solve
the problems (i.e., modeling the movements of each individual gear), and less likely to shift
to a more abstract strategy (i.e., predicting the movement of the gear based on whether the
total number of gears was even or odd).

As another example, Beilock and Goldin-Meadow (2010) demonstrated that gesturing can
introduce motor information into a speaker’s mental representations of a problem. They used
two versions of the Tower of Hanoi task, a puzzle in which 4 disks must be moved from one
of three pegs to another peg; only one disk can be moved at a time and a bigger disk can
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never be placed on top of a smaller disk. In one version, the heaviest disk was also the
largest disk; in the other, the heaviest disk was the smallest disk. Importantly, the heaviest
disk could not be lifted with one hand. Participants solved the problem twice. Some
participants used the “largest=heaviest” version for both trials (the No Switch group); others
used the largest=heaviest version on the first trial and the “smallest=heaviest” version on the
second trial (the Switch group). In between the two trials, participants were asked to explain
how they solved the problem and to gesture during their explanation. Participants who used
one-handed gestures when describing the smallest disk during their explanation of the first
trial performed worse on the second trial than participants who used two-handed gestures to
describe the smallest disk––but only in the Switch group (recall that the smallest disk could
no longer be lifted with one hand after the disks were switched). Participants in the No
Switch group improved on the task no matter which gestures they produced, as did
participants who were not asked to explain their reasoning and thus produced no gestures at
all. The participants never mentioned weight in their talk. But weight information is an
inherent part of gesturing on this task––one has to use either one hand (=light disk) or two
(=heavy disk) when gesturing. When the participants’ gestures highlighted weight
information that did not align with the actual movement needed to solve the problem,
subsequent performance suffered. Gesturing thus introduced action information into the
participants’ problem representations, and this information affected their later problem
solving.

It is likely that both cognitive and social mechanisms operate when gesture is involved in
bringing about change (Goldin-Meadow 2003a). For example, Streeck (2009) argues that
gesturing does not just reflect thought, but it is part of the cognitive process that
accomplishes a task and, in this sense, is itself thought. Moreover, because gesture is an
observable and external aspect of the cognitive process, it puts thought in the public domain
and thus opens the learner to social mechanisms (see also Alac & Hutchins 2004, Goodwin
2007).

4. Gesture’s role in creating language
We have seen that when gesture is produced along with speech, it provides a second window
onto the speaker’s thoughts, offering insight into those thoughts that cannot be found in
speech and predicting (perhaps even contributing to) cognitive change. The form that
gesture assumes when it accompanies speech is imagistic and continuous, complementing
the segmented and combinatorial form that characterizes speech. But what happens when the
manual modality is called upon to fulfill, on its own, all of the functions of language?
Interestingly, when the manual modality takes over the functions of language, as in sign
languages of the deaf, it also takes over its segmented and combinatorial form.

4.1. Sign language: Codified manual language systems transmitted across generations
Sign languages of the deaf are autonomous languages that do not depend on the spoken
language of the surrounding hearing community. For example, American Sign Language
(ASL) is structured very differently from British Sign Language (BSL), despite that fact that
English is the spoken language that surrounds both sign communities.

Even though sign languages are processed by the hand and eye rather than the mouth and
ear, they have the defining properties of segmentation and combination that characterize all
spoken language systems (Klima & Bellugi 1979, Sandler & Lillo-Martin 2006). Sign
languages are structured at the sentence level (syntactic structure), at the sign level
(morphological structure), and at the sub-sign level and thus have meaningless elements akin
to phonemes (phonological structure). Just like words in spoken languages (but unlike the
gestures that accompany speech, Goldin-Meadow et al 1996), signs combine to create larger
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wholes (sentences) that are typically characterized by a basic order, for example, SVO
(Subject-Verb-Object) in ASL (Chen Pichler 2008); SOV in Sign Language of the
Netherlands (Coerts 2000). Moreover, the signs that comprise the sentences are themselves
composed of meaningful components (morphemes Klima & Bellugi 1979).

Although many of the signs in a language like ASL are iconic (i.e., the form of the sign is
transparently related to its referent), iconicity characterizes only a small portion of the signs
and structures in any conventional sign language. Moreover, sign languages do not always
take advantage of the iconic potential that the manual modality offers. For example,
although it would be physically easy to indicate the manner by which a skateboarder moves
in a circle within the sign that conveys the path, to be grammatically correct the ASL signer
must produce separate, serially linked signs, one for the manner and a separate one for the
path (Supalla 1990). As another example, the sign for slow in ASL is made by moving one
hand across the back of the other hand. When the sign is modified to be very slow, it is made
more rapidly since this is the particular modification of movement associated with an
intensification meaning in ASL (Klima & Bellugi 1979). Thus, modifying the meaning of a
sign can reduce its iconicity.

Moreover, the iconicity found in a sign language does not appear to play a significant role in
the way the language is processed or learned. For example, young children are just as likely
to learn a sign whose form does not resemble its referent as a sign whose form is an iconic
depiction of the referent (Bonvillian et al 1983). Similarly, young sign learners find
morphologically complex constructions difficult to learn even if they are iconic. Moving the
sign give from the chest toward the listener would seem to be an iconically transparent way
of expressing I give to you, and thus ought to be an early acquisition if children are paying
attention to iconicity. However, the sign turns out to be a relatively late acquisition,
presumably because the sign is marked for both the agent (I) and the recipient (you) and is
thus morphologically complex (Meier 1987).

Interestingly, the segmentation and combination that characterizes established languages,
signed or spoken, is also found in newly emerging sign languages, as we will see in the next
section.

4.2. Emerging sign systems
Deaf children born to deaf parents who are exposed to a conventional sign language learn
that language as naturally, and following the same major milestones, as hearing children
learning a spoken language from their hearing parents (Lillo-Martin 1999, Newport & Meier
1985). But 90% of deaf children are born to hearing parents who are not likely to know a
conventional sign language (Hoffmeister & Wilbur 1980). These hearing parents very often
prefer that their deaf child learn a spoken rather than a signed language. They thus choose to
educate the child using an oral method of instruction, instruction that focuses on lip-reading
and discourages the use of sign language and gesture. Unfortunately, it is extremely difficult
for a profoundly deaf child to learn a spoken language, even when that child is given
intensive oral education (Mayberry 1992). Under these circumstances, one might expect that
a child would not communicate at all. But that is not what happens––deaf children who are
unable to use the spoken language input that surrounds them and have not been exposed to
sign language do communicate with the hearing individuals in their households and they use
gesture to do so.

The gestures that deaf children in these circumstances develop are called homesigns.
Interestingly, homesigns are characterized by segmentation and combination, as well as
many other properties found in natural languages (Goldin-Meadow 2003b). For example,
homesigners’ gestures form a lexicon, and these lexical items are composed of morphemes
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and thus form a system at the word level (Goldin-Meadow et al 2007b). Moreover, the
lexical items combine to form syntactically structured strings and thus form a system at the
sentence level (Feldman et al 1978, Goldin-Meadow & Mylander 1998), with negative and
question sentence modulators (Franklin et al 2011), grammatical categories (Goldin-
Meadow et al 1994), and hierarchical structure built around the noun (Hunsicker & Goldin-
Meadow 2012). Importantly, homesigners use their gestures not only to make requests of
others, but also to comment on the present and non-present (Morford & Goldin-Meadow
1997); to make generic statements about classes of objects (Goldin-Meadow et al 2005); to
tell stories about real and imagined events (Morford 1995, Phillips et al 2001); to talk to
themselves; and to talk about language (Goldin-Meadow 2003b)––that is, to serve typical
functions that all languages serve, signed or spoken.

But homesign does not exhibit all of the properties found in natural language. We can
explore the conditions under which homesign takes on more and more linguistic properties
to get a handle on factors that may have shaped human language. For example, deaf children
rarely remain homesigners in countries like the United States; they either learn a
conventional sign language or receive cochlear implants and focus on spoken language.
However, in Nicaragua, not only do some homesigners continue to use their gesture systems
into adulthood, but in the late 1970s and early 1980s, rapidly expanding programs in special
education brought together in great numbers deaf children and adolescents who were, at the
time, homesigners (Kegl et al 1999, Senghas 1995). As these children interacted on school
buses and in the schoolyard, they converged on a common vocabulary of signs and ways to
combine those signs into sentences, and a new language––Nicaraguan Sign Language
(NSL)––was born.

NSL has continued to develop as new waves of children enter the community and learn to
sign from older peers. NSL is not unique––other sign languages have originated in
communal contexts and been passed from generation to generation. The Nicaraguan case is
special because the originators of the language are still alive. We thus have in this first
generation, taken together with subsequent generations and current day homesigners (child
and adult), a living historical record of a language as it develops through its earliest stages.

Analyses of adult homesign in Nicaragua have, in fact, uncovered linguistic structures that
may turn out to go beyond the structures found in child homesign: the grammatical category
subject (Coppola & Newport 2005); pointing devices representing locations vs. nominals
(Coppola & Senghas 2010); morpho-phonological finger complexity patterns (Brentari et al
2012); and morphological devices that mark number (Coppola et al 2012). By contrasting
the linguistic systems constructed by child and adult homesigners, we can see the impact
that growing older has on language creation.

In addition, by contrasting the linguistic systems constructed by adult homesigners in
Nicaragua with the structures used by the first cohort of NSL signers, we can see the impact
that a community of users has on language. Having a group with whom they could
communicate meant that the first cohort of signers were both producers and receivers of
their linguistic system, a circumstance that could lead to a system with greater systematicity,
but perhaps less complexity, as the group may need to adjust to the lowest common
denominator (i.e., to the homesigner with the least complex system).

Finally, by contrasting the linguistic systems developed by the first and second cohorts of
NSL signers (e.g., Senghas 2003), we can see the impact that passing a language through a
new generation of learners has on language. Once learners are exposed to a system that has
linguistic structure, the processes of language change may be identical to the processes
studied in historical linguistics. One interesting question is whether the changes seen in NSL
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in its earliest stages are of the same type and magnitude as the changes that occur in mature
languages over historical time.

4.4. Gestures used by hearing adults when they are not permitted to speak
A defining feature of homesign is that it is not shared in the way that conventional
communication systems are. Deaf homesigners produce gestures to communicate with the
hearing individuals in their homes. But the hearing individuals, particularly hearing parents
who are committed to teaching their children to talk and thus to oral education, use speech
back. Although this speech is often accompanied by gesture (Flaherty & Goldin-Meadow
2010), as we have seen earlier, the gestures that co-occur with speech form an integrated
system with that speech and, in this sense, are not free to take on the properties of the deaf
child’s gestures. As a result, although hearing parents respond to their deaf child’s gestures,
they do not adopt the gestures themselves (nor do they typically acknowledge that the child
even uses gesture to communicate). The parents produce co-speech gestures, not homesigns.

Not surprisingly, then, the structures found in child homesign cannot be traced back to the
spontaneous gestures that hearing parents produce while talking to their children (Goldin-
Meadow et al 1994, Goldin-Meadow & Mylander 1983). Homesigners see the global and
unsegmented gestures that their parents produce. But when gesturing themselves, they use
gestures that are characterized by segmentation and combination. The gestures that hearing
individuals produce when they talk therefore do not provide a model for the linguistic
structures found in homesign.

Nevertheless, co-speech gestures could provide the raw materials (e.g., handshapes,
motions) for the linguistic constructions that homesigners build (see, for example, Goldin-
Meadow et al 2007b) and, as such, could contribute to the initial stages of an emerging sign
language (see Senghas et al 2004). Moreover, the disparity between co-speech gesture and
homesign has important implications for language learning. To the extent that the properties
of homesign differ from the properties of co-speech gesture, the deaf children themselves
are likely to be imposing these particular structural properties on their communication
systems. It is an intriguing, but as yet unanswered, question as to where the tendency to
impose structure on homesign comes from.

We have seen that co-speech gestures do not assume the linguistic properties found in
homesign. But what would happen if we were to ask hearing speakers to abandon speech
and create a manual communication system on the spot? Would that system contain the
linguistic properties found in homesign? Examining the gestures that hearing speakers
produce when requested to communicate without speech allows us to explore the robustness
of linguistic constructions created on-line in the manual modality.

Hearing gesturers asked to gesture without speaking are able to construct some properties of
language with their hands. For example, the order of the gestures they construct on the spot
indicates who does what to whom (Gershkoff-Stowe & Goldin-Meadow 2002, Goldin-
Meadow et al 1996). However, hearing gesturers do not display other linguistic properties
found in established sign languages and even in homesign. For example, they do not use
consistent form-meaning pairings akin to morphemes (Singleton et al 1993), nor do they use
the same finger complexity patterns that established sign languages and homesign display
(Brentari et al 2012).

Interestingly, the gestures that hearing speakers construct on the spot without speech do not
appear to be derived from their spoken language. When hearing speakers of different
languages (English, Spanish, Chinese, Turkish) are asked to describe animated events using
their hands and no speech, they abandon the order typical of their respective spoken
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languages and produce gestures that all conform to the same order––SOV (e.g., captain-pail-
swings, Goldin-Meadow et al 2008). This order has been found in some emerging sign
languages (e.g., Al-Sayyid Bedouin Sign Language, Sandler et al 2005). Moreover, the SOV
order is also found when hearing speakers of the same four languages perform a non-
communicative, non-gestural task (Goldin-Meadow et al 2008). Recent work on English-,
Turkish-, and Italian-speakers has replicated the SOV order in hearing gesturers, but finds
that gesturers move away from this order when given a lexicon (either spoken or manual,
Hall et al 2010); when asked to describe reversible events involving two animates (girl
pulled man, Meir et al 2010) and when asked to describe more complex events (man tells
child that girl catches fish, Langus & Nespor 2010). Studies of hearing gesturers give us the
opportunity to manipulate conditions that have the potential to affect communication, and to
then observe the effect of those conditions on the structure of the emerging language.

4.5. Do signers gesture?
We have seen that hearing speakers produce analog, imagistic signals in the manual
modality (i.e., gesture) along with the segmented, discrete signals they produce in the oral
modality (i.e., speech), and that these gestures serve a number of communicative and
cognitive functions. The question we now ask is whether signers also produce gestures and,
if so, whether those gestures serve the same functions as co-speech gesture.

Deaf signers have been found to gesture when they sign (Emmorey 1999). But do they
produce mismatches and do those mismatches predict learning? ASL-signing deaf children
were asked to explain their solutions to the same math problems studied in hearing children
(Perry et al 1988), and were then given instruction in those problems in ASL. The deaf
children produced gestures as often as the hearing children. Moreover, the deaf children who
produced many gestures conveying different information from their signs (i.e., gesture-sign
mismatches) were more likely to succeed after instruction than the deaf children who
produced few (Goldin-Meadow et al in press).

These findings suggest not only that mismatch can occur within a single modality (hand
alone), but that within-modality mismatch can predict learning just as well as cross-modality
mismatch (hand and mouth). Juxtaposing different ideas across two modalities is thus not
essential for mismatch to predict learning. Rather, it appears to be the juxtaposition of
different ideas across two distinct representational formats––an analog format underlying
gesture vs. a discrete segmented format underlying words or signs––that is responsible for
mismatch predicting learning.

5. Gesture’s role in the clinic and the classroom
The gestures learners spontaneously produce when they talk provide insight into their
thoughts––often their cutting-edge thoughts. This fact opens up the possibility that gesture
can be used to assess children’s knowledge in the clinic and the classroom. Moreover, the
fact that encouraging learners to gesture on a task can lead to better understanding of the
task opens up the possibility that gesture can also be used to change what children know in
the clinic or the classroom.

5.1. Clinical situations
Gesture can provide unique information about the nature and extent of underlying deficits in
children and adults with a variety of language and communication disorders (Capone &
McGregor 2004, Goldin-Meadow & Iverson 2010). Studies of a range of disordered
populations across the lifespan have identified subgroups on the basis of gesture use and
then examined future language in relation to subgroup membership. For example,
spontaneous gesture production at 18 months in children with early focal brain injury can be
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used to distinguish children who are likely to recover from initial language delay from
children who are not likely to recover (Sauer et al 2008).

As another example, infants subsequently diagnosed with autism produce fewer gestures
overall and almost no instances of pointing at 12 months, compared to typically developing
infants at the same age (Osterling & Dawson 1994, see also Bernabei et al 1998). This
finding has been replicated in prospective studies of younger infant siblings of older children
already diagnosed with autism. Infant siblings who later turn out to be diagnosed with
autism have significantly smaller gesture repertoires at 12 and 18 months than infant siblings
who do not receive such a diagnosis, and than a comparison group of infants with no family
history of autism. Importantly, at early ages, gesture seems to be more informative about
future diagnostic status than word comprehension or production––differences between infant
siblings later diagnosed with autism and the two comparison groups do not emerge in speech
until 18 months of age (Mitchell et al 2006). Future work is needed to determine whether
gesture use (or its lack) is a specific marker of autism or a general marker of language and
communication delay independent of etiology.

Early gesture thus appears to be a sign of resilience in children with language difficulties,
and an indicator that they may not be delayed in the future. In contrast, adults with aphasia
who gesture within the first months after the onset of their illness appear to do less well in
terms of recovery than aphasic adults who do not gesture (Braddock 2007). An initial pattern
of “compensation” via gesture thus appears to be a positive prognostic indicator for
language recovery in children, but not in adults. These findings suggest that encouraging
gesture might be more helpful to children with language disabilities than to adults.

5.2. Educational situations
Because children’s gestures often display information about their thinking that they do not
express in speech, gesture can provide teachers with important information about their
pupils’ knowledge. As reviewed earlier, there is evidence that teachers not only detect
information that children express in gesture (e.g., Alibali et al 1997) but also alter their input
to children as a function of those gestures (Goldin-Meadow & Singer 2003).

It is also becoming increasingly clear that the gestures teachers produce during their lessons
matter for students’ learning. Many studies have shown that lessons with gestures promote
deeper learning (i.e., new forms of reasoning, generalization to new problem types, retention
of knowledge) better than lessons without gestures. For example, Church, Ayman-Nolley,
and Mahootian (2004) examined first-grade students learning about Piagetian conservation
from videotaped lessons and found that, for native English speakers, 91% showed deep
learning (i.e., added new same judgments) from a speech-plus-gesture lesson, compared to
53% from a speech-only lesson. For Spanish speakers with little English proficiency, 50%
learned from the speech-plus-gesture lesson, compared to 20% from the speech-only lesson.
As a second example, Valenzeno, Alibali, and Klatzky (2003) studied preschoolers learning
about symmetry from a videotaped lesson and found that children who viewed a speech-
plus-gesture lesson succeeded on more than twice as many posttest problems as children
who viewed a speech-only lesson (2.08 vs. 0.85 out of 6). Clearly, teachers’ gestures can
have a substantial impact on student learning. A teacher’s inclination to support difficult
material with gesture may be precisely what their students need to grasp challenging
material.

Building on growing evidence that teachers’ gestures matter for student learning, recent
studies have sought to characterize how teachers use gesture in naturalistic instructional
settings (e.g., Alibali & Nathan 2011, Richland et al 2007). Other research has sought to
instruct teachers about how to effectively use gesture (Hostetter et al 2006). Given that
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teachers’ gestures affect the information that students take up from a lesson, and given that
teachers can alter their gestures if they wish to do so, it may be worthwhile for teachers to
use gesture intentionally, in a planned and purposeful fashion, to reinforce the message they
intend to convey.

In light of evidence that the act of gesturing can itself promote learning, teachers and
clinicians may also wish to encourage children and patients to produce gestures themselves.
Encouraging children to gesture may serve to activate their implicit knowledge, making
them particularly receptive to instruction (Broaders et al 2007). Teachers may also
encourage their students to gesture by producing gestures of their own. Cook and Goldin-
Meadow (2006) found that children imitated their instructor’s gestures in a lesson about a
mathematics task and, in turn, children’s gestures predicted their success on the math
problems after instruction. Thus, teacher gesture promoted student gesture, which in turn
fostered cognitive change.

6. Conclusions
We have seen that gesture is a robust part of human communication and can be harnessed in
a variety of ways. First, gesture reflects what speakers know and can therefore serve as a
window onto their thoughts. Importantly, this window often reveals thoughts that speakers
do not even know they have. Encouraging speakers (e.g., students, patients, witnesses) to
gesture thus has the potential to uncover thoughts that would be useful for individuals who
interact with these speakers (teachers, clinicians, interviewers) to know. Second, gesture can
change what speakers know. The act of producing gesture can bring out previously
unexpressed thoughts and may even introduce new thoughts into a speaker’s repertoire,
altering the course of a conversation or developmental trajectory as a result. Encouraging
gesture thus also has the potential to change cognition. Finally, gesture provides building
blocks that can be used to construct a language. By watching how children and adults who
do not already have a language put those blocks together, we can observe the process of
language creation first hand. Our hands are with us at all times and we routinely use them
for communication. They thus provide both researchers and learners with an ever-present
tool for understanding how we talk and think.

References
Acredolo LP, Goodwyn SW. Symbolic gesturing in normal infants. Child Development. 1988;

59:450–56. [PubMed: 2452052]

Acredolo, LP.; Goodwyn, SW. Baby signs: How to talk with your baby before your baby can talk.
McGraw-Hill; NY: 2002. NY

Alac M, Hutchins E. I see what you are saying: Action as cognition in fMRI brain mapping practice.
Journal of Cognition and Culture. 2004; 4:629–61.

Alibali MW, Flevares L, Goldin-Meadow S. Assessing knowledge conveyed in gesture: Do teachers
have the upper hand? Journal of Educational Psychology. 1997; 89:183–93.

Alibali MW, Goldin-Meadow S. Transitions in learning: What the hands reveal about a child’s state of
mind. Cognitive Psychology. 1993; 25:468–523. [PubMed: 8243044]

Alibali MW, Heath DC, Myers HJ. Effects of visibility between speaker and listener on gesture
production: Some gestures are meant to be seen. Journal of Memory and Language. 2001; 44:169–
88.

Alibali MW, Kita S. Gesture highlights perceptually present information for speakers. Gesture. 2010;
10:3–28.

Alibali MW, Nathan MJ. Embodiment in mathematics teaching and learning: Evidence from students’
and teachers’ gestures. Journal of the Learning Sciences. 2011 in press.

Goldin-Meadow and Alibali Page 18

Annu Rev Psychol. Author manuscript; available in PMC 2014 January 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Alibali MW, Spencer RC, Knox L, Kita S. Spontaneous gestures influence strategy choices in problem
solving. Psychological Science. 2011; 22:1138–44. [PubMed: 21813800]

Bates, E. Language and context. Academic Press; New York: 1976.

Bates, E.; Benigni, L.; Bretherton, I.; Camaioni, L.; Volterra, V. The emergence of symbols: Cognition
and communication in infancy. Academic Press; New York: 1979.

Beilock SL, Goldin-Meadow S. Gesture changes thought by grounding it in action. Psychological
Science. 2010; 21:1605–10. [PubMed: 20889932]

Bergmann, K.; Kopp, S. Systematicity and idiosyncrasy in iconic gesture use: Empirical analysis and
computational modeling. In: Kopp, S.; Wachsmuth, I., editors. Gesture in Embodied
Communication and Human-Computer Interaction. Springer; Berlin/Heidelberg, Germany: 2010.
p. 182-94.

Bernabei P, Camaoini L, Levi G. An evaluation of early development in children with autism and
pervasive developmental disorders from home movies: Preliminary findings. Autism. 1998;
2:243–58.

Bonvillian JD, Orlansky MO, Novack LL. Developmental milestones: Sign language acquisition and
motor development. Child Development. 1983; 54:1435–45. [PubMed: 6661942]

Braddock, BA. Unpublished doctoral dissertation. University of Missouri-Columbia; 2007. Links
between language, gesture, and motor skill: A longitudinal study of communication recovery in
Broca’s aphasia.

Brentari D, Coppola M, Mazzoni L, Goldin-Meadow S. When does a system become phonological?
Handshape production in gesturers, signers, and homesigners. Natural Language and Linguistic
Theory. 2012; 30

Broaders S, Goldin-Meadow S. Truth is at hand: How gesture adds information during investigative
interviews. Psychological Science. 2010; 21:623–28. [PubMed: 20483837]

Broaders SC, Cook SW, Mitchell Z, Goldin-Meadow S. Making children gesture brings out implicit
knowledge and leads to learning. Journal of Experimental Psychology: General. 2007; 136:539–
50. [PubMed: 17999569]

Butterworth, G.; Grover, L. The origins of referential communication in human infancy. In:
Weiskrantz, L., editor. Thought without language. Carendon; Oxford: 1988. p. 5-24.

Capirci O, Iverson JM, Pizzuto E, Volterra V. Communicative gestures during the transition to two-
word speech. Journal of Child Language. 1996; 23:645–73.

Capone N, McGregor K. Gesture development: A review for clinical and research practices. Journal of
Speech, Language, and Hearing Research. 2004; 47:173–86.

Carpenter M, Nagell K, Tomasello M. Social cognition, joint attention, and communicative
competence from 9 to 15 months of age. Monographs of the Society for Research in Child
Development. 1998; 63(no. 255)

Chawla P, Krauss RM. Gesture and speech in spontaneous and rehearsed narratives. Journal of
Experimental Social Psychology. 1994; 30:580–601.

Chen Pichler, D. Acquisition of word order: Then and now. In: Quer, J., editor. Selected papers from
the 8th Congress on Theoretical Issues in Sign Language Research. Signum-Verlag; Germany:
2008.

Church RB. Using gesture and speech to capture transitions in learning. Cognitive Development. 1999;
14:313–42.

Church RB, Ayman-Nolley S, Mahootian S. The role of gesture in bilingual education: Does gesture
enhance learning? International Journal of Bilingual Education and Bilingualism. 2004; 7:303–19.

Church RB, Goldin-Meadow S. The mismatch between gesture and speech as an index of transitional
knowledge. Cognition. 1986; 23:43–71. [PubMed: 3742990]

Church RB, Schonert-Reichl K, Goodman N, Kelly S, Ayman-Nolley S. The role of gesture and
speech communication as a reflection of cognitive understanding. Journal of Contemporary Legal
Issues. 1995; 6:237–80.

Coerts, JA. Early sign combinations in the acquisition of Sign Language of the Netherlands: Evidence
for language-specific features. In: Chamberlain, C.; Morford, JP.; Mayberry, R., editors. Language
acquisition by eye. Erlbaum; Mahwah, NJ: 2000. p. 91-109.

Goldin-Meadow and Alibali Page 19

Annu Rev Psychol. Author manuscript; available in PMC 2014 January 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Cook SW, Goldin-Meadow S. The role of gesture in learning: Do children use their hands to change
their minds? Journal of Cognition and Development. 2006; 7:211–32.

Cook SW, Yip T, Goldin-Meadow S. Gestures, but not meaningless movements, lighten working
memory load when explaining math. Language and Cognitive Processes. 2012 in press.

Coppola M, Newport EL. Grammatical Subjects in homesign: Abstract linguistic structure in adult
primary gesture systems without linguistic input. Proceedings of the National Academy of
Sciences. 2005; 102:19249–53.

Coppola, M.; Senghas, A. The emergence of deixis in Nicaraguan signing. In: Brentari, D., editor. Sign
languages: A Cambridge language survey. Cambridge University Press; Cambridge: 2010. p.
543-69.

Coppola, M.; Spaepen, E.; Goldin-Meadow, S. Communicating about number without a language
model: Linguistic devices for number are robust. 2012. Manuscript under review

de Laguna, G. Speech: Its function and development. Indiana University Press; Bloomington, IN:
1927.

Emmorey, K. Do signers gesture?. In: Messing, LS.; Campbell, R., editors. Gesture, speech, and sign.
Oxford University Press; Oxford: 1999. p. 133-59.

Enfield NJ. The body as a cognitive artifact in kinship representations. Hand gesture diagrams by
speakers of Lao. Current Anthropology. 2005; 46:51–81.

Evans MA, Rubin KH. Hand gestures as a communicative mode in school-aged children. The Journal
of Genetic Psychology. 1979; 135:189–96.

Feldman, H.; Goldin-Meadow, S.; Gleitman, L. Beyond Herodotus: The creation of language by
linguistically deprived deaf children. In: Lock, A., editor. Action, symbol, and gesture: The
emergence of language. Academic Press; New York: 1978. p. 351-414.

Flaherty, M.; Goldin-Meadow, S. Does input matter? Gesture and homesign in Nicaragua, China,
Turkey, and the USA. In: Smith, ADM.; Schouwstra, M.; Boer, Bd; Smith, K., editors.
Proceedings of the Eighth Evolution of Language Conference; Singapore: World Scientific
Publishing; 2010. p. 403-04.

Franklin A, Giannakidou A, Goldin-Meadow S. Negation, questions, and structure building in a
homesign system. Cognition. 2011; 118:398–416. [PubMed: 23630971]

Garber P, Goldin-Meadow S. Gesture offers insight into problem solving in adults and children.
Cognitive Science. 2002; 26:817–31.

Gershkoff-Stowe L, Goldin-Meadow S. Is there a natural order for expressing semantic relations?
Cognitive Psychology. 2002; 45:375–412. [PubMed: 12480479]

Goldin-Meadow, S. Hearing gesture: How our hands help us think. Harvard University Press;
Cambridge, MA: 2003a.

Goldin-Meadow, S. The resilience of language: What gesture creation in deaf children can tell us
about how all children learn language. Psychology Press; New York: 2003b. NY

Goldin-Meadow, S.; Butcher, C. Pointing: Where language, culture, and cognition meet. Erlbaum; NJ:
2003. Pointing toward two-word speech in young children.

Goldin-Meadow S, Butcher C, Mylander C, Dodge M. Nouns and verbs in a self-styled gesture
system: What’s in a name? Cognitive Psychology. 1994; 27:259–319. [PubMed: 7828423]

Goldin-Meadow S, Gelman S, Mylander C. Expressing generic concepts with and without a language
model. Cognition. 2005; 96:109–26. [PubMed: 15925572]

Goldin-Meadow S, Goodrich W, Sauer E, Iverson JM. Young children use their hands to tell their
mothers what to say. Developmental Science. 2007a; 10:778–85. [PubMed: 17973795]

Goldin-Meadow, S.; Iverson, JM. Gesturing across the lifespan. In: Overton, WF., editor. Cognition,
biology, and methods across the lifespan. Wiley; Hoboken, NJ: 2010. p. 36-55.

Goldin-Meadow S, Kim S, Singer M. What the teachers’ hands tell the students’ minds about math.
Journal of Educational Psychology. 1999; 91:720–30.

Goldin-Meadow S, McNeill D, Singleton J. Silence is liberating: Removing the handcuffs on
grammatical expression in the manual modality. Psychological Review. 1996; 103:34–55.
[PubMed: 8650298]

Goldin-Meadow and Alibali Page 20

Annu Rev Psychol. Author manuscript; available in PMC 2014 January 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Goldin-Meadow S, Morford M. Gesture in early child language: Studies of deaf and hearing children.
Merrill-Palmer Quarterly. 1985; 31:145–76.

Goldin-Meadow S, Mylander C. Gestural communication in deaf children: The non-effects of parental
input on language development. Science. 1983; 221:372–74. [PubMed: 6867713]

Goldin-Meadow S, Mylander C. Spontaneous sign systems created by deaf children in two cultures.
Nature. 1998; 91:279–81. [PubMed: 9440690]

Goldin-Meadow S, Mylander C, Franklin A. How children make language out of gesture:
Morphological structure in gesture systems developed by American and Chinese deaf children.
Cognitive Psychology. 2007b; 55:87–135. [PubMed: 17070512]

Goldin-Meadow S, Nusbaum H, Kelly SD, Wagner SM. Explaining math: Gesturing lightens the load.
Psychological Science. 2001; 12:516–22. [PubMed: 11760141]

Goldin-Meadow S, Sandhofer CM. Gesture conveys substantive information to ordinary listeners.
Developmental Science. 1999; 2:67–74.

Goldin-Meadow S, Shield A, Lenzen D, Herzig M, Padden C. The gestures ASL signers use tell us
when they are ready to learn math. Cognition. in press.

Goldin-Meadow S, Singer MA. From children’s hands to adults’ ears: Gesture’s role in the learning
process. Developmental Psychology. 2003; 39:509–20. [PubMed: 12760519]

Goldin-Meadow S, So W-C, Ozyurek A, Mylander C. The natural order of events: How speakers of
different languages represent events nonverbally. Proceedings of the National Academy of
Sciences. 2008; 105:9163–68.

Goldin-Meadow S, Wein D, Chang C. Assessing knowledge through gesture: Using children’s hands
to read their minds. Cognition and Instruction. 1992; 9:201–19.

Golinkoff RM. ‘I beg your pardon?’: the preverbal negotiation of failed messages. Journal of Child
Language. 1986; 13:455–76. [PubMed: 3793809]

Goodwin, C. Environmentally coupled gestures. In: S, Duncan; J, Cassell; E, Levy, editors. Gesture
and the dynamic dimensions of language. John Benjamins; Amsterdam/Philadelphia: 2007. p.
195-212.

Goodwyn, S.; Acredolo, L. Encouraging symbolic gestures: A new perspective on the relationship
between gesture and speech. In: Iverson, JM.; Goldin-Meadow, S., editors. The nature and
functions of gesture in children’s communication. Jossey-Bass; San Francisco: 1998. p. 61-73.

Greenfield, P.; Smith, J. The structure of communication in early language development. Academic
Press; New York: 1976.

Guidetti M. The emergence of pragmatics: Forms and functions of conventional gestures in young
French children. First Language. 2002; 22:265–85.

Guillaume P. Les debuts de la phrase dans le langage de l’enfant. Journal de Psychologie. 1927; 24:1–
25.

Hall, M.; Mayberry, R.; Ferreira, V. Communication systems shape the natural order of events:
Competing biases from grammar and pantomime. Abstracts of the 4th conference of the
International Society for Gesture Studies, Frankfurt an der Oder; Germany. 2010.

Hoffmeister, R.; Wilbur, R. Developmental: The acquisition of sign language. In: Lane, H.; Grosjean,
F., editors. Recent perspectives on American Sign Language. Erlbaum; Hillsdale, NJ: 1980.

Holler J, Shovelton H, Beattie G. Do iconic hand gestures really contribute to the communication of
semantic information in a face-to-face context? Journal of Nonverbal Behavior. 2009; 33

Hostetter AB. When do gestures communicate? A meta-analysis. Psychological Bulletin. 2011;
137:297–315. [PubMed: 21355631]

Hostetter AB, Alibali MW. Raise your hand if you’re spatial: Relations between verbal and spatial
skills and gesture production. Gesture. 2007; 7:73–95.

Hostetter AB, Alibali MW. Visible embodiment: Gestures as simulated action. Psychonomic Bulletin
and Review. 2008; 15:495–514. [PubMed: 18567247]

Hostetter AB, Alibali MW. Language, gesture, action A test of the Gesture as Simulated Action
framework. Journal of Memory and Language. 2010; 63:245–57.

Hostetter AB, Alibali MW, Kita S. I see it in my hands’ eye: Representational gestures reflect
conceptual demands. Language and Cognitive Processes. 2007; 22:313–36.

Goldin-Meadow and Alibali Page 21

Annu Rev Psychol. Author manuscript; available in PMC 2014 January 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Hostetter, AB.; Bieda, K.; Alibali, MW.; Nathan, MJ.; Knuth, EJ. Don’t just tell them, show them
Teachers can intentionally alter their instructional gestures. In: Sun, R., editor. Proceedings of the
Twenty-Eighth Annual Conference of the Cognitive Science Society; Mahwah, NJ: Erlbaum;
2006. p. 1523-28.

Hunsicker, D.; Goldin-Meadow, S. Hierarchical structure in a self-created communication system:
Building nominal constituents in homesign. 2012. Manuscript under review

Iverson JM, Capirci O, Caselli MS. From communication to language in two modalities. Cognitive
Development. 1994; 9:23–43.

Iverson JM, Capirci O, Longobardi E, Caselli MC. Gesturing in mother--child interactions. Cognitive
Development. 1999; 14:57–75.

Iverson JM, Capirci O, Volterra V, Goldin-Meadow S. Learning to talk in a gesture-rich world: Early
communication of Italian vs. American children. First Language. 2008; 28:164–81. [PubMed:
19763226]

Iverson JM, Goldin-Meadow S. Why people gesture when they speak. Nature. 1998; 396:228.
[PubMed: 9834030]

Iverson JM, Goldin-Meadow S. Gesture paves the way for language development. Psychological
Science. 2005; 16:368–71.

Jacobs N, Garnham A. The role of conversational hand gestures in a narrative task. Journal of Memory
and Language. 2007; 56:291–303.

Kegl, J.; Senghas, A.; Coppola, M. Creation through contact: Sign language emergence and sign
language change in Nicaragua. In: DeGraff, M., editor. Language creation and language change:
Creolization, diachrony, and development. MIT Press; Cambridge, MA: 1999. p. 179-237.

Kelly SD, Church RB. Can children detect conceptual information conveyed through other children’s
nonverbal behaviors? Cognition and Instruction. 1997; 15:107–34.

Kelly SD, Church RB. A comparison between children’s and adults’ ability to detect conceptual
information conveyed through representational gestures. Child Development. 1998; 69:85–93.
[PubMed: 9499559]

Kita, S. How representational gestures help speaking. In: McNeill, D., editor. Language and gesture.
Cambridge University Press; Cambridge, UK: 2000. p. 162-85.

Kita S, Özyürek A. What does cross-linguistic variation in semantic coordination of speech and
gesture reveal? Evidence for an interface representation of spatial thinking and speaking. Journal
of Memory and Language. 2003; 48:16–32.

Klima, E.; Bellugi, U. The signs of language. Harvard University Press; Cambridge, MA: 1979.

Krauss RM. Why do we gesture when we speak? Current Directions in Psychological Science. 1998;
7:54–60.

Krauss RM, Chen Y, Chawla P. Nonverbal behavior and nonverbal communication: What do
conversational hand gestures tell us? Advances in Experimental Social Psychology. 1996; 28:389–
450.

Krauss, RM.; Chen, Y.; Gottesman, R. Lexical gestures and lexical access: A process model. In:
McNeill, D., editor. Language and gesture. Cambridge University Press; Cambridge, UK: 2000. p.
261-83.

Krauss RM, Dushay R, Chen Y, Rauscher F. The communicative value of conversational hand
gestures. Journal of Experimental Social Psychology. 1995; 31:533–52.

Langus A, Nespor M. Cognitive systems struggling for word order. Cognitive Psychology. 2010; 60

Leopold, W. Speech development of a bilingual child: A linguist’s record. Vol. Volume 3.
Northwestern University Press; Evanston, IL: 1949.

Lillo-Martin, D. Modality effects and modularity in language acquisition: The acquisition of American
Sign Language. In: Ritchie, WC.; Bhatia, TK., editors. Handbook of Child Language Acquisition.
Academic Press; New York, NY: 1999. p. 531-67.

Masur EF. Mothers’ responses to infants’ object-related gestures: Influences on lexical development.
Journal of Child Language. 1982; 9:23–30. [PubMed: 7061633]

Masur EF. Gestural development, dual-directional signaling, and the transition to words. Journal of
Psycholinguistic Research. 1983; 12:93–109.

Goldin-Meadow and Alibali Page 22

Annu Rev Psychol. Author manuscript; available in PMC 2014 January 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Mayberry, RI. The cognitive development of deaf children: Recent insights. In: Segalowitz, S.; Rapin,
I., editors. Child Neuropsychology. Elsevier; Amsterdam: 1992. p. 51-68.

McNeil NM, Alibali MW, Evans JL. The role of gesture in children’s comprehension of spoken
language: Now they need it, now they don’t. Journal of Nonverbal Behavior. 2000; 24:131–50.

McNeill, D. Hand and mind: What gestures reveal about thought. University of Chicago Press;
Chicago: 1992.

McNeill, D. Gesture and thought. University of Chicago Press; Chicago: 2005.

McNeill D, Cassell J, McCullough K-E. Communicative effects of speech-mismatched gestures.
Research on Language in Social Interaction. 1994; 27:223–37.

McNeill, D.; Duncan, S. Growth points in thinking-for-speaking. In: McNeill, D., editor. Language
and gesture. Cambridge University Press; Cambridge, UK: 2000. p. 141-61.

Meier RP. Elicited imitation of verb agreement in American Sign Language: Iconically or
morphologically determined? Journal of Memory and Language. 1987; 26:362–76.

Meir, I.; Lifshitz, A.; Ilkbasaran, D.; Padden, C. The interaction of animacy and word order in human
languages: A study of strategies in a novel communication task. In: Smith, ADM.; Schouwstra,
M.; Boer, Bd; Smith, K., editors. Proceedings of the Eighth Evolution of Language Conference;
Singapore: World Scientific Publishing Co; 2010. p. 455-56.

Melinger A, Levelt WJM. Gesture and the communicative intention of the speaker. Gesture. 2004;
4:119–41.

Mitchell S, Brian J, Zwaigenbaum L, Roberts W, Szatmari P, et al. Early language and communication
development of infants later diagnosed with autism spectrum disorder. Developmental and
Behavioral Pediatrics. 2006; 27:S69–S78.

Mol L, Krahmer E, Maes A, Swerts M. Seeing and being seen: The effects on gesture production.
Journal of Computer-Mediated Communication. 2011; 17:77–100.

Morford, JP. How to hunt an iguana: The gestured narratives of non-signing deaf children. In: Bos, H.;
Schermer, T., editors. Sign language research 1994: Proceedings of the Fourth European
Congress on Sign Language Research; Hamburg: Signum Press; 1995. p. 99-115.

Morford JP, Goldin-Meadow S. From here and now to there and then: The development of displaced
reference in homesign and English. Child Development. 1997; 68:420–35. [PubMed: 9249958]

Morford M, Goldin-Meadow S. Comprehension and production of gesture in combination with speech
in one-word speakers. Journal of Child Language. 1992; 19:559–80. [PubMed: 1429948]

Morsella E, Krauss RM. The role of gestures in spatial working memory and speech. American Journal
of Psychology. 2004; 117:411–24. [PubMed: 15457809]

Murphy, CM.; Messer, DJ. Mothers, infants and pointing: A study of a gesture. In: Schaffer, HR.,
editor. Studies in mother-infant interaction. Academic Press; London: 1977. p. 325-54.

Namy LL, Acredolo LP, Goodwyn SW. Verbal labels and gestural routines in parental communication
with young children. Journal of Nonverbal Behavior. 2000; 24:63–79.

Newport, EL.; Meier, RP. The acquisition of American Sign Language. In: Slobin, DI., editor. The
cross-linguistic study of language acquisition. Vol. Vol. 1: The data. Erlbaum; Hillsdale, NJ:
1985.

Osterling J, Dawson G. Early recognition of children with autism: A study of first birthday home
videotapes. Journal of Autism and Developmental Disorders. 1994; 24:247–57. [PubMed:
8050980]

Özçaliskan S, Goldin-Meadow S. Gesture is at the cutting edge of early language development.
Cognition. 2005; 96:B101–B13. [PubMed: 15996556]

Özyürek A, Kita S, Allen S, Brown A, Furman R, Ishizuka T. Development of cross-linguistic
variation in speech and gesture: Motion events in English and Turkish. Developmental
Psychology. 2008; 44:1040–54. [PubMed: 18605833]

Pan BA, Rowe ML, Singer JD, Snow CE. Maternal correlates of growth in toddler vocabulary
production in low-income families. Child Development. 2005; 76:763–82. [PubMed: 16026495]

Perry M, Church RB, Goldin-Meadow S. Transitional knowledge in the acquisition of concepts.
Cognitive Development. 1988; 3:359–400.

Goldin-Meadow and Alibali Page 23

Annu Rev Psychol. Author manuscript; available in PMC 2014 January 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Phillips SBVD, Goldin-Meadow S, Miller PJ. Enacting stories, seeing worlds: Similarities and
differences in the cross-cultural narrative development of linguistically isolated deaf children.
Human Development. 2001; 44:311–36.

Pine KJ, Lufkin N, Messer D. More gestures than answers: Children learning about balance.
Developmental Psychology. 2004; 40:1059–67. [PubMed: 15535756]

Ping R, Goldin-Meadow S. Gesturing saves cognitive resources when talking about nonpresent
objects. Cognitive Science. 2010; 34:602–19. [PubMed: 21564226]

Ping, R.; Decatur, MA.; Larson, SW.; Zinchenko, E.; Goldin-Meadow, S. Gesture-speech mismatch
predicts who will learn to solve an organic chemistry problem. Presented at the annual meeting of
AERA; New Orleans. Apr. 2012

Rauscher FH, Krauss RM, Chen Y. Gesture, speech, and lexical access: The role of lexical movements
in speech production. Psychological Science. 1996; 7:226–31.

Richland LE, Zur O, Holyoak KJ. Cognitive supports for analogies in the mathematics classroom.
Science. 2007; 316:1128–29. [PubMed: 17525320]

Roth W-M. Gestures: Their role in teaching and learning. Review of Educational Research. 2002;
71:365–92.

Rowe ML. Pointing and talk by low-income mothers and their 14-month-old children. First Language.
2000; 20:305–30.

Rowe ML, Özçalıskan S, Goldin-Meadow S. Learning words by hand: Gesture’s role in predicting
vocabulary development. First Language. 2008; 28:185–203.

Sandler, W.; Lillo-Martin, D. Sign Language and Linguistic Universals. Cambridge University Press;
Cambridge, UK: 2006.

Sandler W, Meir I, Padden C, Aronoff M. The emergence of grammar: Systematic structure in a new
language. Proceedings of the National Academy of Sciences of America. 2005; 102:261–2665.

Sassenberg U, Van Der Meer E. Do we really gesture more when it is more difficult? Cognitive
Science. 2010; 34:643–64. [PubMed: 21564228]

Sauer E, Levine SC, Goldin-Meadow S. Early gesture predicts language delay in children with pre-
and perinatal brain lesions. Under review. Child Development. 2008; 81:528–39. [PubMed:
20438458]

Senghas A. The development of Nicaraguan Sign Language via the language acquisition process.
Proceedings of Boston University Child Language Development. 1995; 19:543–52.

Senghas A. Intergenerational influence and ontogenetic development in the emergence of spatial
grammar in Nicaraguan Sign Language. Cognitive Development. 2003; 18:511–31.

Senghas A, Kita S, Ozyurek A. Children creating core properties of language: Evidence from an
emerging Sign Language in Nicaragua. Science. 2004; 305:1779–82. [PubMed: 15375269]

Shatz, M. On mechanisms of language acquisition: Can features of the communicative environment
account for development?. In: Wanner, E.; Gleitman, L., editors. Language acquisition: The state
of the art. Cambridge University Press; New York: 1982. p. 102-27.

Singer MA, Goldin-Meadow S. Children learn when their teacher’s gestures and speech differ.
Psychological Science. 2005; 16:85–89. [PubMed: 15686572]

Singleton JL, Morford JP, Goldin-Meadow S. Once is not enough: Standards of well-formedness in
manual communication created over three different timespans. Language. 1993; 69:683–715.

Streeck, J. Gesturecraft: The manu-facture of meaning. John Benjamins; Amsterdam: 2009.

Sueyoshi A, Hardison DM. The role of gestures and facial cues in second language listening
comprehension. Language Learning. 2005; 55:661–99.

Supalla, T. Serial verbs of motion in American Sign Language. In: Fischer, S., editor. Issues in Sign
Language Research. University of Chicago Press; Chicago, IL: 1990.

Valenzeno L, Alibali MW, Klatzky RL. Teachers’ gestures facilitate students’ learning: A lesson in
symmetry. Contemporary Educational Psychology. 2003; 28:187–204.

Wagner SM, Nusbaum H, Goldin-Meadow S. Probing the mental representation of gesture: Is
handwaving spatial? Journal of Memory and Language. 2004; 50:395–407.

Goldin-Meadow and Alibali Page 24

Annu Rev Psychol. Author manuscript; available in PMC 2014 January 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Zinober B, Martlew M. Developmental changes in four types of gesture in relation to acts and
vocalizations from 10 to 21 months. British Journal of Developmental Psychology. 1985; 3:293–
306.

Zukow-Goldring P. Sensitive caregivers foster the comprehension of speech: When gestures speak
louder than words. Early Development and Parenting. 1996; 5:195–211.

Goldin-Meadow and Alibali Page 25

Annu Rev Psychol. Author manuscript; available in PMC 2014 January 01.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 1.
Examples of children gesturing while giving explanations for their non-conserving
judgments on a number conservation task. In the top picture (A), the child says, “you
spreaded it out,” while producing a spreading motion with her hands, thus producing a
gesture-speech match. In the bottom pictures (B), the child says, “you moved them,” again
focusing on the experimenter’s movements in speech but, in gesture, he produces pointing
gestures that align the checkers in one row with the checkers in the other row (one-to-one
correspondence), thus producing a gesture-speech mismatch.
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